|  |  |  |
| --- | --- | --- |
|  |  |  |
|  | Create Folder of csv’s for tables |  |
|  | Change to readr package functions Check factor changes in code | Re wrote overggplot |
|  |  |  |
|  | Tables: Use kable for tables Justify text left, numbers right | Kables not available for cross tables, save as df and present as kable?  No percentages  Runs off page? |
|  | Use forcats to remove manual level |  |
|  |  |  |
|  | Charts: |  |
|  | Explanatory Titles not in main | Changed to align with N Robbins |
|  | Caption: What is chart explaining? What is most important? |  |
|  | Rearrange factors, remove legends |  |
|  | Change FaceBox to FaceBoundingBox |  |
|  | Add knitr options, set r options for all chunks |  |
|  | Use coord\_equal() (vs coord\_equal ) as it gives pixel ratios |  |
|  |  |  |
|  | Bibliography |  |
|  | Create bib file based on natalias |  |
|  |  |  |

Use this to rewrite goals list for me to undertake with TA during semester

1 –CONTENT, results interesting things

2 – fitting regression models – methods  
Comparison of methods softwares used ROC on different attributes

3 – linking in markdown (base off fpp)

4- Extended Captions
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- create new data structure, line per face id with 1 or 0 for each software

- stepwise model creation, find variables, list most to least significant (for all softwares)

- the levels of a variable are arranged in alphabetical order, the first will be included in the intercept  
It doesn’t matter which level as we can see the distance between it and the intercept

Use addition to find the numbers to write out in the model by hand (intercept minus the value for the factor level

-remove unnecessary variables

look at the use of an RNN and deep learning techniques (with tensorflow), though that detail might not be needed here

Will the project derive these annotations? If so, do we know what labels will be included or should that be an additional task to be completed?

I think an additional step that looks at the descriptive characteristics of emotions from google’s algorithm would be useful prior to new model development

1. Training data  
   ID, descriptors, Google, Manual,

Classifier – player vs not player

1. Apply to new data

Produce Faces –

1. Emotion tagging -> match stats

Begin with Google tags